
BALANCED SCORECARD

Balanced scorecard is a management system that
enables organizations to translate vision and strategy
into action. This system provides feedback on internal
business processes and external outcomes to continu-
ally improve organizational performance and results.
Robert Kaplan and David Norton created the balanced
scorecard approach in the early 1990s.

Most traditional management systems focus on the
financial performance of an organization.According to
those who support the balanced scorecard, the financial
approach is unbalanced and has major limitations:

• Financial data typically reflect an organization’s
past performance. Therefore, they may not accu-
rately represent the current state of the organization
or what is likely to happen to the organization in the
future.

• It is not uncommon for the current market value of an
organization to exceed the market value of its assets.
There are financial ratios that reflect the value of a
company’s assets relative to its market value. The
difference between the market value of an organiza-
tion and the current market value of the organiza-
tion’s assets is often referred to as intangible assets.
Traditional financial measures do not cover these
intangible assets.

The balanced scorecard suggests that organizations
should be viewed and measured from four different
perspectives. These perspectives are as follows:

• The business process perspective—the internal
business processes that are often classified as

mission oriented and support oriented. Examples of
this perspective include the length of time spent
prospecting and the amount of rework required.

• The customer perspective—the level of customer
focus and customer satisfaction. Examples of this
perspective include the amount of time spent on cus-
tomer calls and customer survey data.

• The financial perspective—the financial aspects
of the organization. Examples of this perspective
include financial ratios and various cash flow
measures.

• The learning and growth perspective—includes
employee training and organizational attitudes related
to both employee and organizational improvement.
Examples of this perspective include the amount of
revenue that comes from new ideas and measures of
the types and length of time spent training staff.

Using the balanced scorecard, companies create
their own unique measures of these four aspects of the
business. The specific measures that a company devel-
ops should reflect the specific drivers and strategy of
the business.

Kaplan and Norton recommend a nine-step process
for creating and implementing the balanced scorecard
in an organization.

1. Perform an overall organizational assessment.

2. Identify strategic themes.

3. Define perspectives and strategic objectives.

4. Develop a strategy map.

5. Drive performance metrics.

6. Refine and prioritize strategic initiatives.

7. Automate and communicate.
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8. Implement the balanced scorecard throughout the
organization.

9. Collect data, evaluate, and revise.

There are many benefits and challenges to the
balanced scorecard. The primary benefit is that it
helps organizations translate strategy into action. By
defining and communicating performance metrics
related to the overall strategy of the company, the bal-
anced scorecard makes the strategy come alive. It also
enables employees at all levels of the organization to
focus on important business drivers.

The main challenge of this system is that it can be
difficult and time-consuming to implement. Kaplan
and Norton originally estimated that it would take an
organization a little more than 2 years to fully imple-
ment the system throughout the organization. Some
organizations implement in less time and some require
more time. The bottom line is that the balanced score-
card requires a sustained, long-term commitment at all
levels in the organization for it to be effective.

—Joan P. Brannick

See also Measurement Scales; Performance Appraisal;
Total Quality Management
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BANDING

Banding refers to the procedure of grouping test scores
into ranges and treating scores within a particular

range as equivalent when making personnel decisions.
After an organization collects test scores from candi-
dates who applied for a job, a hiring decision must
be made using these scores. There are a number of
approaches for making these decisions. One common
strategy is called top-down selection: Candidate
scores are ranked from highest to lowest and organi-
zations start at the top of the list by selecting the can-
didate with the highest score, then move to the person
with the next highest score, and so on down the list.
Another common strategy is the practice of setting
cutoff scores. A cutoff score involves setting a passing
score where candidates at or above this score are
labeled as passing the test, whereas those below are
labeled as failing. With a cutoff score those passing
are treated as if they performed equally on the test.
Banding is an alternative to top-down and cutoff score
approaches.

Banding involves creating a defined range within
which candidate scores are treated as being the same.
This is similar to grouping scores into grades as done
in many academic settings (e.g., a score between 90%
and 100% is considered an A, a score between 80%
and 89% is considered a B, etc.). The concept of band-
ing is based on the idea that small differences between
test scores may not translate into meaningful differ-
ences in expected job performance. For example, a
candidate who scores 94% on a test may not perform
noticeably better on the job than a candidate who
scores 92%. This is because tests are not perfectly
predictive of job performance and have varying
degrees of measurement error. Banding is the idea of
taking into account this imprecision by creating
ranges within which test scores are treated as being
the same. Thus for candidates who have scores that
fall within the same band, the difference between their
scores is viewed as meaningless in terms of predicting
meaningful differences in job performance, and there-
fore the candidates are treated as if they scored equiv-
alently on the test.

PURPOSE OF BANDING

One key question is, Why would an organization cre-
ate bands within which candidate scores are consid-
ered equivalent? Critics have argued that banding
results in a loss of information and has a negative
impact on the utility or usefulness of a test. They state
that a top-down approach has the highest utility. In
response others have noted that although banding may
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in some circumstances result in a loss of economic
utility, this loss may be negligible and must be weighed
against other compelling reasons for banding such as
the need to increase workforce diversity.

Banding was first proposed as a method for reduc-
ing the adverse impact against protected groups (e.g.,
minorities, women) that is often associated with a top-
down approach to selection test decision making. This
is because Whites, on average, tend to outperform cer-
tain minorities on commonly used written multiple-
choice selection tests measuring factors such as
cognitive ability and job knowledge. Given this situa-
tion, Whites will be chosen at a substantially higher
rate in comparison to members of these minority
groups if a strict top-down rank order approach is
used. Banding was suggested as a viable strategy for
addressing this problem. Banding can reduce adverse
impact because a band includes lower-scoring as well
as higher-scoring individuals; thus when selection
decisions are made regarding whom to choose from a
band, other factors such as diversity can be taken into
account. That is, if candidates that fall within a band
are considered equal, an organization may consider
the minority group membership of candidates when
deciding whom to hire from a given band rather than
just selecting the individual with the highest score.
Banding allows an organization the flexibility to con-
sider other factors such as diversity when making hir-
ing decisions, whereas a top-down approach does not.

CREATING BANDS

Many different methods exist for developing bands.
For example, expert or managerial judgments could
be used to determine what range of scores on a test
should be considered equivalent. Another viable
approach is to use historical data on how candidates
in the past performed on the test and subsequently on
the job to determine what bands should be formed.
An additional, yet controversial, method for creating
bands is the concept of using indicators test reliability
as a basis for creating bands. This approach uses sta-
tistical significance testing to determine what size the
band should be so that test scores that fall within a
band are not considered statistically different.

The most common version of this approach lever-
ages a statistic known as the standard error of the dif-
ference (SED) to create bands. This SED procedure
specifies a range of test scores that will be treated as
statistically indistinguishable at some accepted level

of confidence. That is, the bandwidth is a function of
the standard error of measurement of the test and the
desired level of confidence that scores within a band
are not statistically different. This approach leverages
the psychometric properties of the test in terms of its
reliability to determine proper bandwidth. Critics of
this approach state that the logic behind it is fatally
flawed and that carrying it out to its conclusion would
lead to random selection (i.e., selecting individuals
completely at random rather than based on their test
scores). However, proponents of this approach note
that because selection tests are not perfectly reliable,
the degree of unreliability should be taken into account
when interpreting test scores. They further state that
using indicators of unreliability is a more objective
and appropriate way to create bands than doing so
based on purely arbitrary decisions or solely relying
on expert judgments.

TYPES OF BANDS

Bands can be either fixed or sliding. Fixed bands use
the top score as the starting point, and the first band
consists of all scores that fit within the range of the top
score minus the bandwidth. For example, if the top
score on a test was 96.0 and the bandwidth based on
the SED approach was 5.2, the first band would range
from 96.0 to 90.8. All scores that fell within this range
would be considered part of band one and they would
be treated as if they were equivalent. The second band
would be the next highest score after band one minus
the bandwidth. Therefore, for the example given ear-
lier, the second band would range from 90.7 to 85.5.
Additional bands would be created in a similar man-
ner. With a fixed band approach, all individuals within
a given band must be selected prior to moving to the
next band. That is, band one needs to be completely
exhausted before moving to band two.

Sliding bands also use the top score as an initial
starting point, and the band is equal to this starting
point minus the bandwidth. However, the difference
with sliding bands is that when the top score is
selected, a new band is formed using the next highest
existing score in the band as the starting point. That is,
when a top score in a band is chosen, the band slides
down and is established using the next highest score
as its anchor point. Using the previous example where
the top score was 96.0 and the bandwidth was 5.2,
individuals would be chosen from within this band
until the top score is chosen, at which time the band
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would slide down to be anchored on the next highest
score. Thus if the individual with a score of 96.0 was
chosen and the next highest score was 94.0, the new
band would be set at 94.0 minus the bandwidth of 5.2
(i.e., a range of 94.0 to 88.8). Furthermore, when the
current high score of 94.0 is chosen, the band would
slide again and anchor on the next highest remaining
score. The sliding band allows an organization to con-
sider more people more quickly by moving down the
rank order list more rapidly. Unlike with fixed bands,
sliding bands do not require that a band be exhausted
before moving down the list. Instead, when a top score
is chosen, the band slides down and allows the orga-
nization to consider new individuals for selection.

EFFECTIVENESS AND LEGALITY OF BANDING

Research has shown that depending on varying cir-
cumstances, such as bandwidth size, banding can be
used to reduce adverse impact. An organization can
use banding procedures to group scores and then give
preference to certain groups when selecting from a
band as a means of increasing the diversity of its
workforce. Opponents of banding note the loss in util-
ity from not using a top-down approach, but propo-
nents have responded by stating that the possible loss
in economic utility is not substantial. One other key
issue is whether banding is a legal practice. Most
agree that although banding is legal, choosing indi-
viduals from a band based on protected group status
(e.g., race, gender) could be problematic. The Civil
Rights Act prohibits considering factors such as race
and gender when making hiring decisions. Although
this issue has not been fully resolved, recent court rul-
ings have upheld the use of different types of banding.
However, a review of these cases indicates that when
protected group status is the only factor used to make
choices from a band, it is less likely to be acceptable
to the courts than when it is only one of many factors
that are used.

—Harold W. Goldstein

See also Adverse Impact/Disparate Treatment/Discrimi-
nation at Work; Selection Strategies
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BEHAVIORAL APPROACH
TO LEADERSHIP

The behavioral approach to leadership involves
attempts to measure the categories of behavior that are
characteristic of effective leaders. Two research proj-
ects, one at Ohio State University and another at the
University of Michigan, are most commonly associ-
ated with the behavioral approach to leadership. The
results of both research programs suggested that the
behavior of effective leaders could be classified into
two general categories. The behavioral approach dom-
inated leadership research throughout most of the
1950s and 1960s.

THE OHIO STATE STUDIES

Immediately following World War II, a group of schol-
ars, including Carroll L. Shartle, John K. Hemphill,
and Ralph M. Stogdill, conducted a series of investiga-
tions that became known as the Ohio State Leadership
Studies. Rather than focusing on the traits or styles
of effective leaders, as had been the focus of much
early psychological research on leadership, these
researchers studied the behaviors that leaders engaged
in during the course of their interactions with follow-
ers. In a review of early leadership research, Stogdill
(1963) declared that attempts to discover the traits
shared by effective leaders had largely failed. This pre-
sumed failure, coupled with the rise of the behaviorist
school of psychology, which emphasized behaviors
rather than personality or mental processes, helped
prompt the abandonment of trait-oriented leadership
research and the rise of the behavioral approach.

Using detailed observations of leaders’ behaviors,
as well as reports from the leaders themselves and
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from their subordinates, the Ohio State researchers
accumulated a list of hundreds of leader behaviors.
From these a list of 150 statements was derived that
represented unique leader behaviors, such as “He
assigns group members to particular tasks” and “He
finds time to listen to group members.” These 150
items composed the first form of the Leader Behavior
Description Questionnaire (LBDQ). The LBDQ was
administered to workers who rated how often their
leaders engaged in each of the behaviors, using a five-
point scale from never to always.

The responses to these items were subjected to fac-
tor analysis. The results suggested that the various
leader behaviors clustered into one of two factors or
categories: initiation of structure and consideration.
Initiation of structure includes leader behaviors that
define, organize, or structure the work situation. For
example, clearly defining roles, assigning specific
tasks, communicating work-related expectations,
emphasis on meeting deadlines, maintaining stan-
dards of work performance, and making task-related
decisions are all examples of initiation of structure
behaviors. The orientation of these initiation of struc-
ture behaviors is focused primarily on the work task.

Consideration behaviors are those where leaders
show concern for the feelings, attitudes, needs, and
input of followers. They include the leader developing
rapport with followers, treating them as equals, show-
ing appreciation for their good work, demonstrating
trust in followers, bolstering their self-esteem, and
consulting with them about important decisions. The
considerate leader is concerned with follower job satis-
faction and with developing good interpersonal rela-
tionships with and among members of the work group.

The Ohio State researchers concluded that these
two leadership behavior dimensions, initiation of
structure and consideration, were not opposite ends of
a continuum. They were independent of each other. In
other words, both were independently related to effec-
tive leadership. They found that some effective lead-
ers displayed high levels of initiation of structure
behaviors, others engaged in high levels of considera-
tion behaviors, and some displayed high levels of
both. Only low incidences of both initiation of struc-
ture and consideration behaviors were associated with
ineffective leadership.

The two dimensions of initiation of structure and
consideration struck a responsive chord with leader-
ship scholars, and a great deal of research followed.
One line of research examined the robustness of the

initiation of structure and consideration dimensions.
Those results were generally supportive, suggesting
that most leader behavior can indeed be grouped into
one of the two general categories.

Research also refined the LBDQ. It was first
reduced to 40 items, and a special version, the Super-
visory Behavior Description Questionnaire, was
constructed to measure the behavior of lower-level
managers. A final revision yielded the LBDQ–Form
XII, consisting of 10 items measuring initiation of
structure and 10 items measuring consideration. The
LBDQ-XII is the most widely used in research and is
still readily available to scholars.

Additional research investigated the relationship
between the two categories of leader behavior and
work outcomes. For example, initiation of structure
was found to correlate positively with effective group
performance, but the relationship between initiation
of structure and group member job satisfaction is less
clear. There is some evidence for a positive relation-
ship, but some conflicting evidence suggests a possi-
ble negative correlation between initiation of
structure and job satisfaction, with a corresponding
increase in employee turnover. Conversely, leader
consideration was found to correlate positively with
follower job satisfaction, but there have been incon-
sistent findings regarding work group performance.
Correlations between leader consideration and perfor-
mance have ranged from slightly positive to slightly
negative.

These inconsistent results led researchers to con-
clude that the effectiveness of these broad categories
of initiation of structure and consideration leader
behaviors was likely dependent on contingencies in
the leadership situation. Factors such as the type of
work task, the structure of the work group and organi-
zation, the size of the group, and the level of the leader
(e.g., executive versus middle manager versus front-
line supervisor) can all influence how initiation of
structure and consideration relate to key outcomes
such as group performance and satisfaction.

THE UNIVERSITY OF MICHIGAN STUDIES

About the same time as the Ohio State studies,
researchers at the University of Michigan, including
Rensis Likert, Robert L. Kahn, Daniel Katz, Dorwin
Cartwright, and others were also focusing on leader
behaviors, studying leaders in several large, industrial
organizations. They reached a conclusion similar to
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the one reached by the Ohio State researchers. Leader
behavior could indeed be clustered into two broad cat-
egories. The Michigan State researchers distinguished
between task-oriented (also referred to as production-
oriented) and relationship-oriented (also referred to as
employee-oriented) leader behaviors.

Task-oriented leader behaviors tend to focus on
performing the work group’s job and are similar
to initiation of structure behaviors. Task-oriented
behaviors include setting clear work standards, directing
followers’ activities, instructing them on work proce-
dures, and meeting production goals. Relationship-
oriented behaviors focus more on employee well-being
and allowing them to participate in decision-making
processes, similar to consideration behaviors. The main
difference between the Ohio State and the University
of Michigan approaches was that the Michigan results
suggested that relationship-oriented leader behaviors
were more effective overall than task-oriented behav-
iors, but both types of leader behaviors were displayed
by the most highly effective leaders. This makes intu-
itive sense considering research findings that suggest
stronger connections between task-oriented leader
behaviors and group performance and relationship-
oriented behaviors and follower satisfaction, rather
than vice versa. Therefore leaders who are both task
and relationship oriented should turn out workers who
are both productive and satisfied.

This notion influenced the development of the
Leadership Grid, a leadership intervention program
designed to foster both task- and relationship-focused
leader behaviors. In the Leadership Grid, leaders are
taught to be concerned with both production and
people. Leaders who demonstrate both categories of
leader behavior are seen as team leaders, whereas
those who lack both are considered impoverished.

CONTRIBUTIONS AND LIMITATIONS
OF THE BEHAVIORAL APPROACH

The main contribution of the behavioral approach to
leadership is the explication of two very different
forms of leader behavior: those that focus on the work
task and those that focus on the follower. The fact that
two independent lines of research arrived at the same
two general categories suggests that these factors are
clear and distinct.

The primary limitation of the behavioral approach
was suggested by the research findings. How could
such very different forms of leader behavior—focusing

on the task, versus focusing on the people—both lead
to effective leadership in some cases but not in others?
The answer is that elements of the situation interact
with styles of leader behavior to determine when the
two categories of leader behavior might be effective
and when they are not. This led to the development of
contingency, or situational models, of leadership that
examined the interaction between leader behavior and
styles and variables in the situation that facilitate effec-
tive leadership. Although the situational theories of
leadership go beyond the simple focus on leader behav-
ior, most incorporate the results of the behavioral
approach as an important element of their models.

—Ronald E. Riggio

See also Situational Approach to Leadership; Trait
Approach to Leadership
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BENCHMARKING

Organizations use a variety of measurements to
evaluate business performance, such as revenue, stock
price, voluntary attrition, or employee attitude sur-
vey results. Comparing these measures to relevant
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benchmarks provides decision makers with a standard
that can be used to interpret the organization’s stand-
ing and draw meaningful conclusions. The standard,
target, or benchmark can be derived from internal
organizational data or from data external to the orga-
nization. Benchmarking databases are similar to nor-
mative data used in clinical psychological testing to
establish parameters for normal and abnormal results.
Although benchmarking commonly uses numeric data
for comparisons, nonnumeric benchmarking is also
used to aid decision making, in areas such as strategic
organizational direction, or in processes such as supply
chain or marketing. The benefits, caveats, and sources
of benchmarking are addressed in the following text.

BENEFITS

The benefits of benchmarks are to provide an empiri-
cally substantiated target figure that is more realistic
and has more credibility and weight than one deter-
mined subjectively, such as gut feeling. Targets cre-
ated in an internal vacuum may result in setting goals
that are neither challenging enough nor attainable.
Research has shown that these types of goals are
de-motivating. Although benchmarks based on inter-
nal organizational data can be constructed, external
benchmarks, especially when competitors are involved,
have gravitas that usually gets the attention of execu-
tives who make strategic decisions regarding an orga-
nization’s future direction and can serve to inspire
positive changes. In addition, benchmarking allows
best practices to be identified: approaches yielding
results surpassing all others.

CAVEATS

There are a number of caveats regarding external
benchmarking. Some benchmark databases are com-
posed of samples of convenience that may contain
comparison groups that are neither relevant nor equiv-
alent, thus making differences between an organiza-
tion’s scores and the benchmark of little or no value.
Other benchmark databases may be of questionable
quality. These types of poorly constructed benchmarks
again can result in setting de-motivating goals that are
either unrealistic or not challenging enough. Similar to
the need for norm groups that are representative of the
population of interest in interpreting scores on clinical
psychology tests (e.g., matched on salient demograph-
ics; excluding those with impairments), comparable

organizations, such as same industry and similar size,
are best for benchmarking purposes in a business set-
ting. However, it is important to keep in mind that even
organizations in quite different industries may be sim-
ilar on other dimensions such as competition to recruit
the same top employee talent. In this case obtaining
external benchmarks on such things as workplace cli-
mate provides a context for evaluating an organiza-
tion’s position as an employer of choice.

Economic and cultural differences are also impor-
tant to consider and control for to develop appropriate
business benchmarks. For example, comparing busi-
ness results in countries in emerging economies to
results in countries with more established economies
is not a useful comparison. An additional example
comes from employee opinion research where it
is widely known that employees in some countries
typically have more positive responses compared with
employees in other countries. If these responses are
pooled across all countries, an organization with rep-
resentation in countries with typically less favorable
responses will be compared with a database skewed in
a more positive direction.

In addition, comparability of question translations
across companies that contribute data to a benchmark
database needs to be considered when evaluating
benchmarks for global employee opinion surveys. For
example, two different question translations may
result in different interpretations of the question, thus
producing poor-quality benchmarks. Some consortia
attempt to solve this problem by establishing common
translations that organizations must use to submit data
to the benchmarking database.

INTERNAL BENCHMARKING

Internal comparisons can avoid some criticisms
applied to external benchmarking. Types of internal
benchmarking include tracking trends over time,
polling executives to set goals, or identifying per-
ceived gaps between executives’ expectations and
the current state in an organization. However, in the
absence of external values, it can be difficult to deter-
mine reasonable targets for an outcome or strategic
direction. That is, internal improvements over time
may not be enough if results remain below par com-
pared with competitors. Further, internal benchmarks
across different units within a single organization can
promote unhealthy internal competition versus all
internal efforts being directed at external competitors.
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Internal improvements also may reach a ceiling, a
numeric level that is typically not exceeded. For exam-
ple, in workplace climate research the best achievable
score for employee satisfaction with compensation is
routinely much lower than the best achievable score
for satisfaction with organizational teamwork. Without
external benchmarks, these ceiling differences would
be unknown, and unrealistic targets for improvement
could be set.

BENCHMARKING SOURCES

Sources of external benchmarks include nonprofit
consortia. Consortia typically collect a fee, have rig-
orous standards for company membership and data
contributions, and a hire a third party vendor to collect
data and provide reports to members. Consortia
have additional benefits in terms of cross-company
information sharing, networking, and standardization
of instruments for collecting the data submitted to the
benchmarking database. Well-known consortia exist
in the life insurance and banking or financial industries.
Others focus on specific metrics such as employee
opinion survey research.

Consultants may also provide benchmarking
data to clients using their client base as the source.
Benchmarking data may also be available via public
information sources, such as financials for publicly
traded companies.

The list of organizations included in the database—
their size, the number of data points from each orga-
nization, the countries from which the data originate,
and the time frame in which the data were collected—
are all important questions to ask the provider when
evaluating benchmark data.

SUMMARY

External and internal benchmarking are extremely
valuable organizational tools that potentially provide
appropriate targets and direction for actions that can
contribute to greater success in an organization.
Recognizing the limitations and applications of
benchmarking and benchmarking sources will avoid
obtaining inaccurate data that may lead to misin-
formed decision making and ill-directed corporate
strategizing.

—Sara P. Weiner

See also Measurement Scales; Performance Appraisal
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BIG FIVE TAXONOMY
OF PERSONALITY

Personality traits are characteristic behaviors,
thoughts, and feelings of an individual that tend to
occur across diverse situations and are relatively sta-
ble over time. Given this broad definition, literally
thousands of personality traits can be identified. For
the better part of 100 years, personality researchers
have attempted to create a standard taxonomy, or
organizing structure, of personality traits. Although
some disagreement remains, the Big Five taxonomy is
currently the dominant perspective on the organiza-
tion of personality traits. The Big Five traits are iden-
tified in the following text, and trait descriptive terms
are provided for each:

1. Neuroticism: Anxious, temperamental, nervous,
moody versus confident, relaxed, unexcitable

2. Extraversion: Sociable, energetic, active, assertive
versus shy, reserved, withdrawn, unadventurous

3. Openness: Intellectual, innovative, artistic, complex
versus unimaginative, simple, unsophisticated

4. Agreeableness: Trusting, trustful, helpful, generous
versus cold, harsh, rude, unsympathetic

5. Conscientiousness: Organized, neat, thorough, sys-
tematic, efficient versus careless, undependable,
haphazard, sloppy

The term Big Five was coined by Lewis R. Goldberg
in 1981 and was meant to signify that these traits are
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broad in nature. Generally, the Big Five trait taxon-
omy is conceptualized as hierarchical, such that the
Big Five traits are the broadest level. Within each of
the Big Five traits, narrower trait dimensions can be
defined, representing the second level of the hierar-
chy. As one progresses to lower points in the hierar-
chy, increasingly narrow trait dimensions can be
identified. The lowest level of the taxonomy consists
of specific behaviors.

ORIGINS OF THE BIG FIVE

Although human curiosity and examination of person-
ality traits dates back to the ancient Greeks, the his-
tory of the Big Five begins with the work of Gordon
W. Allport and Henry S. Odbert based on the lexical
hypothesis. The lexical hypothesis suggests that impor-
tant aspects of human behavior will be encoded into
language; and the more important an aspect is, the more
likely it will be encoded as a single word. Based on
this hypothesis, Allport and Odbert turned to the dic-
tionary to identify the basic elements of personality.
They identified almost 18,000 personality related words,
and organized these terms into four categories:

1. personal traits,

2. temporary moods,

3. evaluative terms (such as excellent or irritating), and

4. miscellaneous.

Although Allport and Odbert stopped with the
identification of these personality descriptive terms,
Raymond B. Cattell sought to bring order to them.
Cattell began his work with the set of nearly 4,500
words Allport and Odbert placed in the personal trait
category. As this set of terms was far too large to
investigate empirically, Cattell conceptually com-
bined the terms into 171 clusters. Still too numerous
to work with given that his computations needed to be
done by hand, he eventually worked his way down to
a set of 35 clusters. He was then able to collect data on
these clusters and conduct a factor analysis. Finally,
he arrived at a set of 12 factors, but many believe that
he overfactored the data.

Based on Cattell’s work, two factor-analytic
studies provided a foundation for what would eventu-
ally become the Big Five. Using 22 of Cattell’s 35
clusters, Donald W. Fiske in 1949 and Ernest C. Tupes
and Raymond E. Christal (1961/1992) found five

similar factors when scores from the 22 clusters were
factor analyzed. The Tupes and Christal findings were
particularly interesting in that they found the five
factors within each of eight samples that differed in
many ways: education (high school graduates, college
students, graduate students), type of rating (self-
ratings, peer ratings), and among the peer ratings,
length of acquaintanceship (from 3 days to 1 year or
more). The five factors identified by Fiske and by Tupes
and Christal were defined in a manner that is similar to
the way in which the Big Five are defined today.

Recognizing some of the limitations in Cattell’s
conceptual sorting of the trait terms, Warren T.
Norman went back to the beginning and developed a
new list of trait descriptive terms from the dictionary.
Norman, like Allport and Odbert before him, sorted
his set of terms into broad categories and focused his
work on those terms that fell into the category he
labeled biophysical traits. After doing considerable
work to reduce the set of terms in this category to
roughly 1,550 terms, he set out to organize them.
First, the terms were sorted into the endpoints of the
five factors identified by Tupes and Christal, giving
him 10 groups of words. He then sorted each of the
10 groups of words, which resulted in 75 groups of
words. A factor analysis of scores on these groups
produced the expected five factors.

To this point, much of the research on the five fac-
tors had been directly related to the initial work of
Cattell. Recognizing this fact, Goldberg (1990) con-
ducted studies on trait terms that were common in the
English language, finding the same five-factor struc-
ture. Given that these words were selected on the basis
of common usage and not on the variables identified
by Cattell, these studies demonstrated that the five
factors were general and not specific to Cattell’s vari-
ables. The Big Five was born.

To date, considerable research has been conducted to
establish the Big Five. Numerous questionnaire mea-
sures of the Big Five traits have been developed, sug-
gesting that the factors are not unique to the study of trait
descriptive terms. The five factors have been found in a
wide variety of cultures from across the globe in both
adjective and questionnaire measures; and evidence
suggests that they are, at least in part, heritable.

LINGERING TAXONOMIC ISSUES

Although the Big Five is the dominant perspective
on the organization of personality traits, there remain
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differences of opinion regarding some aspects of the
taxonomy. Hans Eysenck (1992) and Auke Tellegen,
for example, have argued that the highest level of the
taxonomy should be represented by three rather than
five traits. Eysenck has vigorously defended his posi-
tion that the highest level of the taxonomy should be
represented by the traits of extraversion, neuroticism,
and psychoticism, a perspective that some have
referred to as the Even Bigger Three. Although extra-
version and neuroticism are defined by Eysenck in a
manner that is consistent with the Big Five, he argues
that psychoticism is made up of lower levels of con-
scientiousness and agreeableness. Tellegen has taken
a position similar to Eysenck’s, arguing that the three
traits of positive emotionality (extraversion and part
of conscientiousness), negative emotionality (neuroti-
cism and low agreeableness), and constraint (part of
conscientiousness and low openness) should dominate
the highest levels of the trait taxonomy.

Some debate also remains about the names and
definitions of some of the Big Five traits themselves.
For example, the agreeableness dimension has also
been referred to as love, likability, and nurturance,
each of which conveys a somewhat different inter-
pretation. Oliver John has argued, in fact, that the
term agreeableness is somewhat misleading, suggest-
ing a submissive nature that would actually be
located at the lower end of the extraversion trait.
Although the term conscientiousness seems to be
well accepted at this point in time, this trait has also
been referred to by various authors as dependability,
work, will to achieve, responsibility, and constraint.
Perhaps the most controversy, however, has sur-
rounded the nature of the openness dimension. In
addition to openness, this dimension has been referred
to as culture, intellect, and intellectance. The contro-
versy stems from the apparent incorporation of
aspects of intelligence into the factor. For example,
in Goldberg’s work, the term intelligent was con-
sistently an indicator of this dimension. Some
researchers have been highly critical of the associa-
tion of this dimension with intelligence, fearing that
the dimension will be considered synonymous with
intelligence as measured by IQ tests when, in fact,
the dimension is much broader, encompassing artistic
and creative aspects, a willingness to try new things,
and a sense of open-mindedness.

It seems that much of the controversy surrounding
the naming of the five dimensions is a result of their
broad nature. Some clarity might be brought to the

issue if there were to be consensus regarding the next
lowest level of the trait hierarchy. Scant work, how-
ever, has been done to identify and define the traits
at the level below the five dimensions. There is some
consensus among industrial/organizational (I/O)
researchers interested in personality that the trait of
conscientiousness can be broken down into two
dimensions of achievement striving and dependabil-
ity. Also, Robert and Joyce Hogan have argued that
extraversion can be split into sociability and ambition.
It seems clear that research focusing explicitly on this
level of the hierarchy is warranted.

One problem with establishing the lower levels of
the trait hierarchy is that the hierarchy is likely to be
reticulated. That is, many lower-level traits are liable
to relate to more than one trait at the higher levels.
Using studies of adjectives as a source of examples,
some researchers have associated warmth with extra-
version whereas others have associated it with agree-
ableness. Likewise, the characteristic of impulsiveness
has been associated with neuroticism, extraversion,
and conscientiousness by various researchers. These
cross-associations of traits at one level with traits at
higher levels will make the process of achieving con-
sensus at levels of traits below the Big Five difficult,
but it would seem to be a worthwhile endeavor.

It is important to recognize that the Big Five
taxonomy is simply descriptive and is not a theory.
As such, it does not explain why people behave in
the ways they do; it is only a system for classifying
behavioral tendencies. Although many have criticized
the Big Five because it is not theoretical, others have
argued that the taxonomy is necessary before theory
can be developed. To this end, Paul Costa and Robert
McCrea have proposed a five-factor theory of person-
ality. Although the theory is broad in scope, at its core
it suggests that the Big Five are a result of biological
processes and influence people’s characteristic
adaptations—the ways they think, feel, and behave in
their unique environments.

THE BIG FIVE AND INDUSTRIAL/
ORGANIZATIONAL PSYCHOLOGY

The emergence of the Big Five through the 1980s was
a tremendous benefit to both I/O-related research and
the application of personality testing in organizational
contexts. Although multitrait personality inventories
began to emerge in the 1930s, the use of personality
testing in applied settings was largely haphazard and
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not theoretically grounded before the emergence of
the Big Five. Reviews of the criterion-related validi-
ties of personality scales conducted in the 1950s
suggested little support for using personality tests
for predicting job performance. As noted by Robert
Guion and Richard Gottier in 1965, the field seemed
to be dominated by a broadside approach where every
available personality test score was correlated with
all available performance measures. Although many
of the observed correlations were small, Guion and
Gottier asserted that many of these would be expected,
based on theory, to be small.

The emergence of the Big Five allowed researchers
and practitioners to select traits (and scales represent-
ing those traits) based on a conceptual mapping of
the traits to the performance dimension. As a result,
numerous meta-analyses on the relationships between
personality test scores and measures of work perfor-
mance have resulted in positive findings regarding the
criterion-related validities of personality tests. These
meta-analyses have generally shown that conscien-
tiousness is related to almost all job-related criteria
(i.e., performance, training, attendance, etc.) across
almost all jobs. Other Big Five dimensions have also
proven important predictors but not as universally
as conscientiousness. For example, extraversion has
been shown to be related to performance in manager-
ial and sales jobs, and openness has been related to
training performance.

Having established the usefulness of personality
testing, many researchers are exploring factors that
may strengthen or weaken the personality–performance
relationship. In 1993, for example, Murray Barrick
and Michael Mount examined the extent to which the
degree of autonomy given to employees would mod-
erate the relationship between conscientiousness and
job performance. They found that in autonomous
situations (i.e., where workers had more control
over their activities), the relationship between con-
scientiousness and job performance was stronger
than in situations where workers were given less
autonomy.

One contentious issue has been whether practition-
ers should use broad or narrow traits to predict per-
formance; that is, whether to focus on the Big Five or
on more narrow traits at some point lower in the hier-
archy. Although authors on both sides of this issue
have made potent arguments for their perspectives, it
would appear that the solution is to attempt to match
the breadth of the predictor with that of the criterion.

When predicting broad criteria, it appears optimal to
use broad traits such as the Big Five. In contrast, when
more narrow criteria are of interest, narrower trait
constructs are preferred.

CONCLUSIONS

The Big Five trait taxonomy is the dominant organiz-
ing structure for personality traits. Although the traits
emerged from the lexical approach to personality, the
structure is found with questionnaire measures and
identified in cultures around the world. The impact of
the Big Five on the role of personality in I/O research
and application has been immense, allowing for theo-
retically guided predictor-criterion mapping. At pres-
ent, there is a great deal of interest in personality
within the field of I/O psychology, an interest in no
small part a result of the Big Five taxonomy of per-
sonality traits.

—Eric D. Heggestad

See also Factor Analysis; Individual Differences; Personal-
ity; Personality Assessment
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BIOGRAPHICAL DATA

Biographical data, or biodata, are measures of key
aspects of individuals’ life experiences intended to
predict job applicants’ future performance in organi-
zations, whether that performance is task-specific job
performance, teamwork, or shoplifting. Although bio-
data can be developed to measure a wide array of
experiences and psychological constructs, the funda-
mental and general premises underlying the predictive
power of biodata measures are that

• individuals in free societies shape their life experi-
ences, and they also are shaped by them;

• this process of reciprocal influence between person-
ality and situations occurs over a large time span; and
therefore,

• measures of past experience should predict future
work behavior, especially given a relatively uncon-
strained environment where employees’ typical per-
formance can be wide-ranging.

In light of these premises, items on a biodata mea-
sure can be relatively personality oriented or covert
in nature (e.g., “To what extent does your happiness
depend on how things are going at work?”), or they
can be relatively situation oriented and overt in nature
(e.g., “Approximately how many books have you read
in the past three months?”). In either case responding
involves some cognitive processing where test takers
are required to recall and summarize information, the
accuracy of which depends on the accuracy of prior
perception and storage, and in many cases the saliency
or recency of the event.

Although biodata can vary widely in their content
and constructs measured and can be scored in
different ways, they have consistently demonstrated
moderate to high levels of validity across job types
(approximately .30); they also demonstrate incremen-
tal validity beyond ability and personality measures in
predicting performance. Constituent biodata items
either explicitly or implicitly reflect constructs such as
ability, personality, motivation, interpersonal skills,
and interests. They can be relatively pure measures of
these constructs; however, biodata items that ask test

takers about their experiences may be related to a
combination of constructs, not just one. Analyses of
the latter type of items may result in a weak general
factor in a factor analysis or a low alpha reliability
coefficient. Both test–retest reliability and alpha relia-
bility should be considered when attempting to mea-
sure the stability of scores on biodata measures.

ITEM ATTRIBUTES

An outline of 10 major attributes of biodata items was
proposed by F. A. Mael and is as follows:

1. Historical versus hypothetical (past behaviors versus
predicted behaviors in the future, or behaviors in
what-if scenarios)

2. External versus internal (behaviors versus attitudes)

3. Objective versus subjective (observable or countable
events versus self-perceptions)

4. Firsthand versus secondhand (self-descriptions ver-
sus how people would say others describe them)

5. Discrete versus summative (single events versus aver-
aging over a period of time)

6. Verifiable versus nonverifiable

7. Controllable versus noncontrollable (circumstances
that could or could not be influenced by a decision)

8. Equal access versus unequal access (access to oppor-
tunities with respect to the group being tested)

9. Job relevant versus nonjob relevant

10. Noninvasive versus invasive

SCORING METHODS

Historically, biodata measures have developed out of
a tradition of strong empiricism, and therefore a wide
variety of scoring methods have been proposed. The
criterion-keying approach involves taking individuals’
responses to a given biodata item and calculating the
mean criterion score or the criterion-related validity
for each response option. This is done for each item,
and these values are used as item response weights for
scoring purposes. Weights may be rationally adjusted
when nonlinear patterns in relatively continuous
response options are found or when some weights are
based on small sample sizes. A similar approach to
criterion keying can be taken when keying biodata
items not to criteria but rather to personality or
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temperament measures. This is a particularly interest-
ing approach in keying a set of objective or verifiable
biodata items, which tend to be less susceptible to fak-
ing but often are harder to assign to single psycholog-
ical constructs. (Even if such keying is not done, it
remains helpful to place the biodata measure within a
nomological net of cognitive and noncognitive con-
structs.) When biodata items can be assigned to con-
structs in a relatively straightforward manner, such
as by developing item content around constructs or
through an a priori or post hoc subject matter expert
(SME) item-sorting procedure, a straightforward scor-
ing of each item along a single underlying continuum
may be possible as is done with traditional Likert-
scale self-report measures of personality.

Configural scoring is an entirely different approach
to scoring biodata items, because it involves grouping
individuals into representative profiles of biodata
scores. Subgroups are defined, both conceptually and
methodologically, as internally consistent yet exter-
nally distinct, similar to the interpretation of statisti-
cally significant group differences in the analysis of
variance. Individuals are often assigned to subgroups
based on their similarity to a subgroup mean, such as
in k-means analysis; or sometimes a set of data is
aggregated until the appropriate balance between
parsimony and descriptiveness is reached, such as
in Ward’s method. Subgroup profiles may then be
labeled (e.g., goal-oriented social leaders or emo-
tional underachievers) and then related to relevant
external criteria, or profiles of criteria, for purposes
such as personnel selection and placement; or sub-
group profiles can be used in their own right for train-
ing and development.

Two general points regarding the scoring of biodata
items are worth noting. First, any appropriate scoring
method should be informed by both rational and empir-
ical approaches. Being purely rational or theory based
ignores important empirical data that could serve to
revise the theoretical underpinnings that generated the
biodata items in the first place—or at least it could
revise subsequent item-development rules. Con-
versely, being purely empirical in the absence of a the-
oretical or conceptual rationale would impede, if not
preclude, appropriate item development, item revision,
and score use and interpretation. Second, item-scoring
methods that are developed on one sample should be
cross-validated on an independent sample, such as a
holdout sample from the original data set or an entirely
different sample. Doing so helps ensure that the

features of the model are generalizable and not sample
specific; for example, cross-validation can ensure that
increased validity, reduction of group mean differ-
ences, or a cleaned up exploratory factor analysis result
achieved in one sample by selectively reweighting or
removing biodata items can then be achieved in an
independent sample using the same subset of items, so
that the original results (in large part, at least) cannot be
attributed to capitalization on chance. The same con-
cern applies to regression models, where least-squares
regression weights may capitalize on chance and thus
artificially inflate validity. In this case, cross-validation
formulas can be applied to the whole sample, to esti-
mate what the shrinkage in validity would be should
those weights be applied to an independent sample of
the same size.

RACE DIFFERENCES

Because biodata items vary widely in content, no gen-
eral statement about race differences can be made that
is of any use. At a more specific level, however, bio-
data containing culturally relevant content have
demonstrated Black–White subgroup differences in
terms of differential item functioning (DIF). Black–
White differences in biodata have also been found in
the domain of swimming proficiency. Other race dif-
ferences are likely when the biodata measures are
aligned with constructs where it is known that race
differences exist, such as general cognitive ability or
certain personality traits.

APPLICANT REACTIONS

Meta-analysis indicates that studies using biodata
measures generally show a favorability (i.e., job rele-
vance and fairness) rating at about the midpoint of the
scale, with measures such as interviews, résumés, and
cognitive ability tests showing greater favorability and
personal contacts and integrity tests showing less
favorability. Although the meta-analytic mean across
studies is stable, nontrivial variability in favorability
ratings across studies exists; this is likely because of
the variety of biodata measures that can be developed.
This highlights a consistent theme in the research liter-
ature: Biodata measures tend to be viewed more favor-
ably when they are perceived as relevant to the job at
hand and part of a fair personnel selection system.

—Frederick L. Oswald
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See also Individual Assessment; Individual Differences;
Person–Job Fit; Prescreening Assessment Methods for
Personnel Selection
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BONA FIDE OCCUPATIONAL
QUALIFICATIONS

United States federal fair employment laws generally
prohibit discrimination in employment on the basis
of certain protected characteristics, including race,
color, religion, sex, national origin, age, and disability.
However, the fair employment laws permit employers
to discriminate based on a protected characteristic in
rare situations where the characteristic is considered a
bona fide occupational qualification (BFOQ) for the
job in question.

The BFOQ defense is potentially available in those
Title VII cases where it has been established, and not
merely alleged, that an employer’s employment policy
intentionally discriminated on the basis of religion, sex,
or national origin. The BFOQ defense does not apply
to discrimination based on race or color. It is also
potentially available in cases involving employer

policies that have been shown to intentionally dis-
criminate the basis on age (Age Discrimination in
Employment Act) or disability (Americans With
Disabilities Act). Where successfully asserted, the
BFOQ defense allows employers to treat job appli-
cants or employees differently depending on their
protected class status (religion, sex, national origin,
age, disability), making permissible conduct that
would otherwise be considered illegal discrimination.
For example, although Title VII generally prohibits
discrimination against job applicants based on their
sex, if it is established that being male is a BFOQ for
the job in question, the employer may lawfully refuse
to consider women for the job. However, it is impor-
tant to understand that the BFOQ defense is narrowly
written and extremely narrowly construed by the courts
and that employers asserting the defense have the bur-
den of proving that its stringent requirements (dis-
cussed in the following text) are met. As a result, the
BFOQ defense is available in relatively few situations.

REQUIRED ELEMENTS
OF THE BFOQ DEFENSE

To establish a BFOQ, an employer must meet two
requirements. First, the employer must prove that a
strong, direct relationship exists between the pro-
tected characteristic in question (e.g., sex) and an
employee’s ability to perform one or more functions
of the job in question. Second, the employer must
prove that the functions of the job to which the pro-
tected characteristic is directly related are important
functions that go to the essence or central mission of
the employer’s business operation.

The Direct Relationship Requirement

The direct relationship requirement must be met by
showing either that all or substantially all members of
the group that is being excluded based on a protected
characteristic cannot perform the functions of the job,
or that it is impossible or highly impractical to deter-
mine on an individual basis whether members of the
excluded group can perform the functions of the job.
For example, an employer seeking to justify a sex-
based BFOQ that would allow it to hire only men
must show either that all or substantially all females
are unable to perform the functions of the job, or that
it would be impossible or highly impractical to assess
female applicants’ qualifications to perform the job
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functions on an individual basis, for example, through
the use selection tests.

It is clear that the all or substantially all standard
can be met without proof that 100% of the excluded
class cannot perform the functions of the job in ques-
tion. However, it is also clear that the employer must
produce credible evidence of a strong relationship
between the protected characteristic and the ability to
perform the job. Relying on stereotypes about the
abilities or disabilities of women, older workers, and
so on is insufficient. It is also not enough to merely
show that members of the excluded group, on average,
tend not to perform the job as well. Further, given
the vast and growing array of selection tools that are
available to assess job applicant qualifications on
an individual basis (e.g., assessments of physical
strength, motor skills, cognitive ability), it is
extremely difficult for employers to successfully
argue that they should be able to use a protected char-
acteristic as a general hiring or promotion criterion
because it is impossible or highly impractical to assess
applicants’ qualifications on a more individualized
basis.

Essence of the Business Requirement

It is not enough to show a direct relationship
between the protected characteristic in question and a
job function that is only incidentally or marginally
related to the employer’s business operations. The
protected characteristic must be directly related to the
ability to perform one or more important job functions
that are closely associated with the fundamental pur-
pose(s) of the employer’s business. This means that
to determine whether an asserted BFOQ is justified,
the court must determine the primary purpose(s) or
essence of the business operation in which the job is
embedded.

Cases considering whether safety concerns support
the BFOQ defense illustrate how the essence of the
business requirement affects whether the BFOQ
defense is available to employers. Safety concerns
may be the basis for a BFOQ but only if the safety
concern is indispensable to the particular business at
issue. For example, the safety of inmates was found to
be a legitimate basis for a sex-based BFOQ applied
to the prison guard position, because the safety of
inmates goes to the core of a prisons guard’s job per-
formance and the essence of the business in which
prisons are engaged. In contrast, when considering

whether to exclude female employees of childbearing
age from jobs involving exposure to toxic material,
the Supreme Court held that concerns about the safety
of female employees’ unborn children may not be the
basis for a BFOQ because the essence of the employer’s
business was manufacturing batteries, and the fetuses
of female employees were neither customers nor third
parties for whom safety is essential to the business of
manufacturing batteries.

General Guidance

Although the availability of the BFOQ defense is
determined on a case-by-case basis, and there is some
variation in how lower courts interpret and apply the
Supreme Court’s rulings in this area, useful guidance
for assessing the availability of the BFOQ defense
can be provided based on court cases, the legislative
history, and EEOC (Equal Employment Opportunity
Commission) guidelines. In addition to safety con-
cerns, BFOQs have been recognized based on privacy
concerns where, again, those concerns relate to the
essence of the employer’s business, such as sex-based
BFOQs for bathroom attendant and masseur posi-
tions. The BFOQ defense has also been recognized
when viewed as necessary to ensure the genuineness
or authenticity of an employer’s business operations.
Examples of authenticity BFOQs include the use of
male and female actors to play male and female roles
in theater productions and a restaurant hiring only eth-
nic chefs where a primary goal of the employer is to
maintain an authentic ethnic atmosphere.

The courts have uniformly refused to accept dis-
criminatory customer preferences or biases as a basis
for a BFOQ, usually noting that these biases are the
type of discrimination that fair employment laws such
as Title VII were intended to eliminate. For example,
courts have refused to accept the preferences of male
customers as a legitimate basis for a BFOQ allow-
ing the hiring of only female flight attendants and
have rejected the argument that being male was a
BFOQ for an overseas assignment because customers
and associates in other countries preferred to do busi-
ness with men.

Finally, it is well settled that the BFOQ defense
cannot be based merely on the incremental or extra
cost associated with hiring one protected group versus
another. Thus, for example, an employer cannot exclude
women from a certain position merely because of
concerns that allowing women to occupy the position
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(i.e., not restricting the position to men) may result
in greater health- or liability-related costs for the
employer.

—Mark V. Roehling

See also Age Discrimination in Employment Act;
Americans With Disabilities Act; Civil Rights Act of
1964, Civil Rights Act of 1991
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BOREDOM AT WORK

Feeling bored at work is a common complaint; a large
percentage of employees feel bored at least occasion-
ally and some feel bored much of the time. Boredom
has not been studied extensively, but it has attracted
some attention from scholars in diverse disciplines
including human factors engineering, psychiatry,
sociology, education, criminology, and industrial
psychology.

DEFINITIONS OF BOREDOM

Most scholars would agree that boredom is an emo-
tion. It is an unpleasant transient state in which indi-
viduals feel an extreme lack of interest in their current
activity. Bored individuals find it difficult to keep their
attention focused on work and may feel that time is
passing very slowly. Boredom is usually accompanied
by feelings of restlessness, irritability, and desire to
escape or change the situation to a more interesting
activity. Boredom has been described as the opposite
of enthusiasm or flow.

Boredom is also sometimes conceptualized as a
personality trait, and some individuals are more likely
to experience boredom than others. Scores on the
boredom proneness scale are related to measures
of state boredom, impulsiveness, sensation seeking,
depression, negative affect, aggression, hostility, self-
reported physical and psychological symptoms, and
job dissatisfaction. The remainder of this entry will
focus on boredom as a transient state experienced
while working.

CONSEQUENCES AND
CAUSES OF BOREDOM AT WORK

The consequences of boredom are thought to be
largely negative. Boredom at work has been associ-
ated with absence, dissatisfaction, accidents, reduced
performance on vigilance tasks, performance variabil-
ity, horseplay, and sabotage. However, it has been
suggested that boredom has the potential to stimulate
creativity and organizational citizenship behaviors in
some cases.

There are many likely causes of boredom at work.
These include aspects of work tasks, aspects of the
surrounding work environment, and interactions of
the task and performer.

Work Tasks

As an emotion, boredom depends on an appraisal
of a situation by the performer. Thus boredom does
not automatically reside in characteristics of work
tasks but in how these tasks are appraised by the indi-
vidual performing them. Nevertheless, there are types
of tasks that are likely experienced as boring by most
people. What makes a task seem boring is at least
partly the opposite of what makes it interesting or
intrinsically motivating. Simple, repetitive tasks that
require little thought or judgment, such as some
assembly line tasks, are likely to be experienced as bor-
ing. Once learned, these tasks require little conscious
attention, provide little mental stimulation, and may
prohibit incumbents from engaging in other forms of
self-entertainment while working.

Another type of work that is often experienced as
boring includes vigilance, inspection, checking, and
driving tasks. These tasks require sustained and care-
ful attention. However, they provide little variety or
stimulation in return. This makes it difficult to sustain
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attention and perform with high reliability over long
periods of time.

A final category of work situation that is described
as boring is having nothing to do. Some jobs do not
contain enough tasks to keep incumbents occupied for
the time they are required to remain at work. Other jobs
are dependent on intermittent or less than completely
predictable demand for services, such as checkout or
help desk staff. When demand is low, there may be little
to do but wait around in readiness to provide a service.

Work Environment

Compulsion and interruptions can also contribute to
feelings of boredom while working, regardless of char-
acteristics of the main work task. Individuals report
feeling bored when they are compelled to perform
tasks in set ways, in set places, and at set times. Lack of
self-direction, autonomy, and personal causality are
known to undermine intrinsic interest in work tasks.

Individuals may infer that they are bored when they
experience problems holding their attention on a work
task. Some research has suggested that low-level dis-
tractions and interruptions in the workplace can make
maintaining attentional focus difficult, thus contribut-
ing to the experience of boredom. Interruptions can
also stem from internal sources. Personal concerns
may produce intrusive thoughts that distract an incum-
bent from a work task so it appears uninteresting.

Interactions of Task and Performer

Some authors attribute boredom largely to lack of
personal meaning in an activity. Individuals are bored
when they perform a task that lacks relevance for
them. Simple repetitive tasks often fit this description,
as might any required task when something else is
more important or has greater meaning to the per-
former at that moment. Individuals are also bored
when tasks are too difficult for their skills. Tasks may
be varied and complex, but the performer lacks the
expertise to extract meaning from the complexity. An
example is listening to a lecture that is too advanced
for a person’s level of understanding.

REDUCING BOREDOM

Both individuals and organizations may act to reduce
boredom. Bored employees adopt a number of

strategies to alleviate their unpleasant feelings.
Sometimes it is possible to force attention on to the
task and eventually become absorbed in it. Another
option is to engage in subsidiary behaviors to provide
additional stimulation while performing the boring
task. For example, a worker may fidget, talk to others,
daydream, listen to music, or invent varied ways to
execute the task. If the task does not require full atten-
tion, these strategies may reduce boredom without
compromising performance. Performance on vigilance
tasks, however, will often suffer when subsidiary
behaviors are performed. Alternatively, individuals
may escape or avoid boring situations altogether by
finding different work or nonwork tasks to do: engag-
ing in counterproductive work behaviors such as
horseplay or sabotage, taking breaks, being absent, or
quitting the job.

Organizations may adopt job rotation or job enrich-
ment and redesign to increase the variety and chal-
lenge in employees’ tasks and thus reduce boredom.
Frequent feedback, goal setting, and performance-
contingent pay can make simple tasks more meaning-
ful and therefore less boring. Although there is no
research evidence yet, team-based work systems also
might reduce boredom. Allowing social contact
between workers and permitting other forms of concur-
rent self-entertainment can help reduce boredom on
simple repetitive tasks. Because boredom occurs when
skills are either too high or too low for task demands, cre-
ating an appropriate match between demands and skills
through selection, training, and job design should
minimize boredom.

—Cynthia D. Fisher

See also Intrinsic and Extrinsic Work Motivation; Job
Characteristics Theory; Job Satisfaction; Role Over-
load and Underload
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